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A round-robin study has been carried out to estimate the impact of the human
element in small-angle scattering data analysis. Four corrected datasets were
I i 0 Mgt o provided to participants ready for analysis. All datasets were measured on

; SR ) samples containing spherical scatterers, with two datasets in dilute dispersions
R ® i and two from powders. Most of the 46 participants correctly identified the
\ ’ ® ¢ L \ number of populations in the dilute dispersions, with half of the population
: ) $ mean entries within 1.5% and half of the population width entries within 40%.
e Due to the added complexity of the structure factor, far fewer people submitted
B e e et ® answers on the powder datasets. For those that did, half of the entries for the
® means and widths were within 44 and 86%, respectively. This round-robin
OPEN a ACCESS experiment highlights several causes for the discrepancies, for which solutions
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1. Introduction

The scientific method has been historically developed to
eliminate human and instrumental bias from understanding of
the natural world. It has been applied to a wide range of fields
with various levels of success. This success may be gauged
using tools such as round-robin (RR) experiments, where, for
example, identical objects are circulated to various labora-
tories, enabling the quantification of the spread in findings.
Ideally, the observations and resulting conclusions are inde-
pendent of the observer and instrumentation, provided the
means and methodology meet a minimum standard. Such
minimum standards can be defined by national and interna-
tional standards bodies such as DIN and ISO. If the obser-
vations and conclusions of such an experiment are indeed
comparable, we can be confident that the results are free of
bias and likely to be an accurate representation of the object
or phenomenon under investigation.

Several notable RR experiments in nanomaterial analysis
compare the results of different techniques (insofar that
different techniques are able to provide truly comparable end
parameters). To more closely capture the true human or
instrumental variability, however, experiments focusing on a
single technique or even a single aspect of a technique are
perhaps better suited. Such focus allows us to pinpoint the
larger contributors to interlaboratory variability, with the
eventual goal of eliminating or minimizing such dependencies.
Notable examples of such studies have been carried out in
fields such as atom probe tomography (Dong et al., 2019);
X-ray diffraction (Madsen et al., 2001; Scarlett et al., 2002);
neutron scattering (Rennie et al, 2013); neutron powder
diffraction (Whitfield, 2016); biology-specific small-angle
X-ray scattering (Bio-SAXS) (Trewhella et al., 2022); and
surface-area determination following the Brunauer, Emmett
and Teller method (Osterrieth et al., 2022).

In this vein, a large RR experiment was carried out several
years ago focusing on the collection of small-angle scattering
(SAS) data for nanoparticle (NP) liquid suspensions. SAS is a
technique for (traceable) quantification of nanostructures in
bulk amounts of sample. After appropriate data correction,
information might be retrieved on the scatterer morphology
(form factor), its size distribution or its packing (structure
factor). In most cases, one of these three may be elucidated
upon the provision of information or via assumptions on the
other two. In rare cases, two or more of these pieces of
information can be convincingly extracted from the data.
(While the data contain information proportional to the mass
or volume of the scatterers, for narrow distributions this can
be converted to number-weighted distributions while main-
taining low uncertainties.)

In the aforementioned RR, SAXS datasets from a wide
range of laboratories were collected and subsequently
analysed using several programs with consistent starting
parameters (Pauw et al., 2017a). From this experiment, it was
clear — at least for non-challenging samples — that most
laboratories and instruments were able to collect consistent
data resulting in standard deviations on the order of a percent
for the mean particle size, and ~10% for the population size

distribution width, regardless of software choices. The next
logical step, then, is to find out what influence the individual
researchers would have on the analysis of the data (aka the
‘human factor’).

The influence of researchers on the results can be investi-
gated by circulating a dataset to be interpreted and quanti-
fying the variation on the resulting morphological parameters
(Osterrieth et al., 2022; Madsen et al., 2001; Scarlett et al.,
2002). In particular, in SAS, the data analysis can be a stum-
bling block, so the expectation is to see a large spread in the
results for this data-analysis round robin (DARR) for SAS.

Given the wide range of possible samples and analyses in
this field, the challenge was to find representative datasets that
would

(a) cover a range of relevant materials and common chal-
lenges for datasets,

(b) be of high quality to minimize result variation through
data uncertainties,

(c) be from well characterized and well understood samples,

(d) be accompanied by the same nominal level of supple-

mentary information as is normally provided by materials
researchers.
Eventually, four experimental datasets were chosen that
included common challenges. These were made available
online, and repeatedly advertised on professional mailing lists,
websites and through personal communication channels. After
allowing considerable time and a few deadline extensions, 46
entries were received. The results inferred from the 46 entries
provide a good insight into the challenges facing SAS as a
materials science tool.

In this article, RR design, methods and results are
presented. On the basis of the results, the following discussion
highlights the thus-identified areas of improvement of the
field, and provides possible avenues for doing so. Additionally,
a section is spent on discussing possible improvements in
future RR experiments. Lastly, while the results presented
herein are necessarily limited, the anonymized results are
available on Zenodo (https://zenodo.org/records/7509710), as
is the Jupyter Notebook used for the correction, interpretation
and visualization, in the hope that alternative or extended
interpretations of the results may be developed.

2. Methods
2.1. The four round-robin datasets

Four datasets of 1D scattering data, representative of two
dilute and two dense NP systems, were made available to
willing participants in the form of tabulated three-column
.dat files, containing Q, I(Q) and o,(Q). Here, Q is the
scattering vector magnitude in units of nm™', I(Q) is the
scattering intensity in units of (msr)~' and o,(Q) is the
absolute uncertainty of the intensity (one standard deviation).
In addition, participants were provided with a letter describing
the datasets and the task ahead, as well as an Excel sheet for
tracking results in a standardized form (see the Zenodo
repository https://zenodo.org/records/7506365 ).
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The four datasets are shown in Fig. 1, with model fits that
serve only as a suggestion of an appropriate model for the
datasets. Datasets 1 and 2 were fitted in McSAS3 (Pauw &
Bressler, 2022) utilizing a spherical form factor, whilst datasets
3 and 4 were fitted in SASfir (Kohlbrecher & BreBler, 2022)
using spherical form factors (with log-normal distributions)
with appropriate structure factors (sticky hard sphere and
mass fractals for datasets 3 and 4, respectively), alongside
background contributions and peak functions to better
describe the wide-angle data. These fits can also be found in
the Zenodo repository. A subset of fitting parameters (means
and widths for each population of each dataset) is shown in
Table 1.

Datasets 1 and 2 originate from publicly available
measurements (Deumer & Gollwitzer, 2022) performed at the
SAXS beamline of the Physikalisch-Technische Bundesanstalt
(PTB) at Berliner Elektronenspeicherring-Gesellschaft fiir
Synchrotronstrahlung II mbH (BESSY II) (Krumrey & Ulm,
2001; Wernecke et al., 2014), on reference samples synthesized
for the European Metrology Programme for Innovation and
Research (EMPIR) ‘nPSize’ project. These reference samples
are detailed by Bartczak & Hodoroaba (2022).

Datasets 3 and 4 were measured as powders using the
MOUSE project (methodology optimization for ultrafine
structure exploration) (Smales & Pauw, 2021). X-rays were
generated using a microfocus X-ray tube with a copper anode,
and multilayer optics were employed to parallelize and
monochromatize the X-ray beam to an approximate wave-
length of Cu Ko (A = 0.154 nm). Samples were mounted as
small amounts of powder in a thin laser-cut holder and held in
place between two pieces of low-scattering Scotch Magic Tape.
Scattered radiation was detected on an in-vacuum EIGER 1M
detector (Dectris, Switzerland), which was placed at multiple

#1: Bimodal gold NP disp.

Table 1
Means and widths determined from example fits to the data using McSAS
and SASfit for datasets 1-4, and populations 1 and 2.

The subscript ‘v’ is for volume-weighted values and ‘n’ is for number-weighted
values. SD = standard deviation. Uncertainties are in brackets where available.

Results (nm)

Dataset  Population  Software  pu, SD, Hn SD,
1 P1 McSAS 30.8 (4) 3814) - -
SASfit 312 5.0 29.1 4.7
P2 McSAS 59.0 (2) 62(4) - -
SASfit 58.8 53 574 52
2 P1 McSAS 52.2 (6) 44(1) - -
SASfit 50.7 1.1 50.6 1.1
P2 SASfit 56.1 8.5 524 7.9
3 P1 SASfit 28.5 3.0 27.6 2.9
P2 SASfit 214.8 27.4 204.5 26.1
4 P1 SASfit 4.26 2.20 1.92 0.99

distances between 55 and 2507 mm from the sample. The
resulting data have been processed and scaled to absolute
intensity using the DAWN (data-analysis workbench; Basham
et al., 2015) software package in a standardized complete 2D
correction pipeline with uncertainty propagation (Smales &
Pauw, 2021; Pauw et al, 2017b).

2.1.1. Dataset 1: bimodal gold nanoparticles. Dataset 1 is
from a material designated as nPSize 1. This sample was
designed to contain two populations with known concentra-
tions of spherical gold NPs in water, with diameters of 30 and
60 nm at a 1:1 number ratio. Given this number ratio, the
volume-fraction ratio is ~1:8. In other words, the smaller
population (population 1) contributes only 1/9th of the total
volume fraction of scatterers which, in this case, renders its

#3: Bimodal silica powder
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Figure 1

The four datasets (black) chosen for this RR experiment, with example fits and relative residuals (light grey, relating to the secondary right-hand side
axis). The example fits have been generated using McSAS3 (left, blue) and SASfit (right, red). The size distributions resulting from these fits are shown in

Fig. 2.
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#3: Bimodal silica powder
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Example volume-weighted distributions for datasets 1 through 4, using McSAS3 (left) and SASfit (right). The McSAS histogram bars show the integrated
volume fraction for the span of each bar, while the SASfir results show the volume-weighted probability function. For both, the cumulative distribution
function is plotted in grey on the secondary axis. The marks below indicate the participant-submitted population means for population 1 (green) and

population 2 (orange).

signal nearly invisible to the eye in the presence of the larger
population (population 2). In practical measurements, the
modality of the populations is often not known. The existence
of the second population has therefore not been explicitly
revealed to the participants but merely hinted at through the
design of the answer form.

One possible solution for this scattering pattern is provided
in Fig. 2 using McSAS3. This example solution shows the
presence of two populations. When these populations are
analysed in the diameter ranges of 20 < D (nm) < 40 and 40 <
D (nm) < 80, they provide the volume-weighted means and
widths (standard deviations) for populations 1 and 2, as shown
in Table 1. For comparison, values from example fits using
SASfit have also been added. We cannot claim these solutions
to be ‘correct’ but they serve as an example.

2.1.2. Dataset 2: silica nanoparticles. The second dataset is
nPSize 10 from the same series, where the scatterers consist of
a narrow distribution of nominally monomodal silica with a
nominal diameter of 60 nm (Bartczak & Hodoroaba, 2022).
Recent discussions revealed that this sample may also contain
a minor fraction of a slightly larger population (cf. Table 1).
McSAS3 example fits (as well as SASfit, not shown here) do
indicate the presence of a small fraction of a broad distribu-
tion of particles, and a significant number of participants found
the same.

2.1.3. Dataset 3: mixture of AS-40 and 250 nm silica
powders. Dataset 3 was produced in-house by mixing together
two spherical silica materials in a 1:1 mass ratio. Smaller silica
spheres were obtained by freeze-drying Ludox AS-40 (Sigma-—
Aldrich, ca 22 nm in diameter), whilst the larger spheres were
synthesized using the Stéber process, where tetraethyl ortho-

silicate (TEOS, Sigma—Aldrich, 98%) was added to a solution
of ethanol (Sigma-Aldrich, 96%), water and ammonium
hydroxide solution (ACS reagent, ca 28%) and left to stir at
room temperature for 24 h. The resulting suspension was then
centrifuged and washed with ethanol before being dried at
60°C overnight. A SASfit example distribution is show in Fig. 2,
with means and widths detailed in Table 1.

2.1.4. Dataset 4: nanodiamond powder. Dataset 4 was
measured from a commercial sample of nanodiamonds
obtained from PlasmaChem GmbH in Berlin, catalogue
number PL-D-G02. These are globular diamond particles with
a nominal diameter between 4 and 6 nm, supplied as a dry
powder. Some technical details and additional references
demonstrating their use are available for this material on the
PlasmaChem website (https://shop.plasmachem.com/nano-
diamonds-and-carbon/32-112-nanodiamonds-extra-pure-grade-
g02.html). A SASfit example distribution is shown in Fig. 2,
with means and widths in Table 1.

2.2. Electron micrographs

Electron micrographs showing the scatterers underpinning
the four datasets are shown in Fig. 3. While these were not
provided with the original challenge, they here serve to show
the imposed assumption of roughly spherical scatterers. The
images from datasets 1 and 2 were measured at the
Commissariat a 1’énergie atomique et aux énergies alter-
natives (CEA) and deposited in a Zenodo repository (Pollen
Metrology, 2021).

Images for the samples of datasets 3 and 4 were recorded
using an electron microscope available on site. For these two,
the experimental details are as follows. Transmission electron

J. Appl. Cryst. (2023). 56, 1618-1629
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Electron micrographs of the scatterers that make up the four datasets. The images from datasets 1 and 2 originate from the nPSize project repository
(Pollen Metrology, 2021). Images for the samples of datasets 3 and 4 were recorded on site.

microscopy (TEM) samples were prepared by dispersing the
powders via ultrasonication for a minimum of 5 min in
ethanol. One to three droplets of the resulting suspensions
were placed on Cu TEM grids coated with lacey- or holey-
carbon films. TEM observations were conducted on a JEOL
2200FS instrument, operating at 200 kV. Images were acquired
in bright-field TEM mode, using high-contrast apertures to
enhance the visibility of the particles, except for the ~10 nm
nanodiamonds of dataset 4, where high-resolution TEM
images were obtained instead.

2.3. Answer-sheet design, data read-in and corrections

The answer-sheet design imposed practical limitations on
the answer space: a machine-readable answer sheet needed to
be developed that would present the resulting morphological
parameters for variation analysis without accidental tele-
graphing of a desired result or answer space. Several entry
fields of the answer sheet were deliberately left vague, in an
attempt to eke out further information on what the small-
angle scatterer might understand for common but confusing
terms (one example of this is the ‘mean size’ of the spherical
scatterers not specifying whether diameter or radius was
meant). The final design of the answer-sheet template can be
found in the repositories.

The submitted answer sheets had to undergo several
processing steps before they could be compared. Author
information and reported analysis results were read in sepa-
rately to aid anonymization. The following procedures were
applied to the evaluation data in this order:

(1) Manual corrections were applied to some sheets to
ensure the entries were in the right column for reading, to
remove extraneous information, to change decimal commas to
periods, to fill in missing information (after communication
with the author) efc.

(2) The software package names were sorted and shortened
to their minimal identifying names. For software packages that
were only used once or twice, they were categorized under
‘Other’, in order to not compromise anonymization.

(3) The weighting category was forced into either ‘volume’,
‘number’ or ‘not defined’.

(4) At this point, a check and correction for common pitfalls
was performed. This included differences in interpretation of
‘size’ (i.e. radius or diameter), and missing unit conversions in
read-in or reporting. Details are provided in Section 3.1.

(5) Due to the limited number of entries, no outlier test was
applied to further exclude submitted values.

(6) Lastly, the entries of the set of concatenated data were
randomized, so that they were no longer in the sequence in
which they were ingested.

3. Results
3.1. Overall statistics

In total, 46 answer sheets were received. During the read-in
of these answer sheets, common pitfalls were compensated for
with the following frequencies:

(i) 72% interpreted ‘size’ as ‘radius’ (set correction factor
to 2).

1622
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(i) 4% missed the dataset unit information (additional
correction factor of 10).

(iii) 4% mis-corrected the dataset units or reported infor-
mation in angstrom (additional correction factor of 0.1).

(iv) 40% used the SasView software package but reported

the size distribution width in SasView’s ‘polydispersity’ units
rather than in a population width in standard deviation (set
correction factor to the mean radius). Other software
packages might also report the distribution width in other
ways, but this is not known and thus not corrected for.
Not all four datasets were fitted by all participants, and not all
participants identified the same number of populations in the
datasets. While it was telegraphed through the answer sheet
that there might be more than one population present, it was
not indicated for which sample(s) that would be the case. Fig. 4
shows how many participants had entered values for a given
population for each dataset and what software they used to
detect this population.

Most participants recognized a bimodal population in
datasets 1 and 3, about half added a second population to
dataset 2, and almost none saw a second population in dataset
4. Datasets 3 and 4 were more of a challenge than 1 and 2, with
only about half of the participants entering results for these.

The software packages used for these analyses consisted of
four main packages, in alphabetical order: Irena (Ilavsky &
Jemian, 2009), McSAS (Bressler et al., 2015) and/or McSAS3
(Pauw & Bressler, 2022), SASfir (Kohlbrecher & BreSler,
2022), and SasView (https://www.sasview.org). Some packages
such as [rena offer multiple methods for optimization. Other
users used more uncommon software, among which were one
or two uses of either:

(a) autoSAXS (in-house software, PTB),

(b) GNOM via BioXTAS RAW (Hopkins et al., 2017),

(c) pySAXS (Taché et al., 2017),

(d) SAXS numerical inversion (Bender et al., 2017),

(e) XSACT (Xenocs, 2022),
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The number of entries for each population of each dataset (y axis),
subdivided by software package. Datasets 1 and 3 were from samples with
a nominally bimodal distribution, and datasets 2 and 4 from samples with
a nominally monomodal distribution.

as well as several in-house developed programs. When soft-
ware names are abbreviations, they have not been spelled out
here, for reasons of legibility, and because they are known by
their names, not their spelled-out (b)ac(k)ronyms.

Given the range of challenges posed by the datasets, the
analysis likewise could benefit from leveraging different
approaches implemented in the software packages. Fig. 4
displays the software packages used for each dataset, showing
a fairly even split between software packages. This indicates a
healthy ecosystem, on the one hand, but also complicates
comparison as each software package may report parameters,
such as distribution widths, volume fractions and goodness of
fit, in their own unique way.

3.2. Dataset 1

Dataset 1 is, perhaps, the most straightforward, and thus
serves well as a starting point for discussion of the actual
results. Fig. 5 attempts to show as much relevant information
as possible in a single figure. As the size distribution is
reasonably narrow, the volume-weighted mean and the
number-weighted mean are sufficiently proximate to be shown
on the same plot.

The visualization shows a breadth of entries that spans
~+7% for a 95% confidence interval on the reported mean
scatterer dimension, and a remarkable 50% of the entries fall
within 1.5% of the median mean. The reported widths deviate
much more, with 50% of the entries within 44% of the median
width. This is very likely due to the inconsistent reporting of
distribution widths by the various software packages. Despite
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Figure 5

The deviation from the median in percent, for both the mean and width of
the smallest population in dataset 1, separated by software. The 2D
kernel density estimate (KDE) is shown as contour lines, the median is
highlighted with a red dashed line cross, and the notched box plots show
the quartiles for their respective mean or width values, with the whiskers
indicating the 95% confidence interval.
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the instructions specifying that the widths should be reported
as a standard deviation, many values were well outside the
viable range for this specification, often hovering between 0
and 1. One intermediate conclusion from this is that, due to
this reporting inconsistency, the reported widths are largely
unusable for the purposes of comparison. In lieu of an
acceptable solution, we will thus concentrate mainly on the
reported population means for the remainder of the article.

Another interesting aspect is the clustering of the various
software packages. For example, there is a cluster of McSAS
results, slightly to the right of the mean. The cluster is offset
slightly to the right probably because of the volume weighting
of the results having an effect on the population means. This
argument does not hold universally, however, with reported
number- and volume-weighted values spanning the field.
Moreover, in our previous RR study, we showed that near-
identical results could be obtained regardless of software
choice.

Lastly, it is clear that a knowledge gap exists with the users
of some software packages vis d vis the weighting used for the
reported population values (i.e. means and widths). This is
shown by 44% of the SasView users indicating that the values
are volume weighted against 51% reporting that they repre-
sent number-weighted values (and a few hedging their bets

#1: Bimodal gold NP disp.

+100%

#2: Silica NP disp.

and not reporting weighting at all). For SASfit, this is 52% and
43%, respectively. For the record, SasView and SASfit both
report number-weighted population statistics. SASfif plots the
distribution in a volume-weighted form by default [as indi-
cated by the y-axis label N(R)R’] but always exports the
number-weighted distribution N(R), adding to the confusion.
This seems to be a user-interface issue, as no such confusion
appears to exist with the users of McSAS and Irena, where
97% and 78%, respectively, reported the values as repre-
senting volume-weighted values.

3.3. Findings on all datasets

When the relative spread of the submitted population
means are compared for each population in each dataset, it
becomes apparent that the more challenging powder-based
samples exhibit a much larger spread (Fig. 6). This can be
attributed to the complications posed by the presence of a
significant structure factor in dataset 3, and the near-fractal
broadness of the distribution in combination with a structure
factor underlying dataset 4. Changes in the chosen structure
factor, or the structure-factor (local) volume-fraction para-
meter, can significantly affect the determined means. Likewise,
differences in size-distribution models can equally impact the
end result.

#3: Bimodal silica powder  #4: Nanodiamond powder
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Figure 6

The precision of the means submitted to the DARR. This is represented as a deviation of the reported means from the median mean in percent for each
population for each dataset, separated by number- (blue) and volume-weighting (red), each referenced to their respective median means (x, and 7z, ).
These data are represented as boxplots (showing quartiles, with the whiskers indicating the 95% confidence interval) accompanied by the individual
datapoints. The plots are shown on a symmetrical logarithmic scale with the lighter region representing a linear region covering —10 < & (%) < 10. Both
populations of each dataset contain their absolute median mean and number of entries in the inset box. A larger spread of the submitted values can be
observed for the more challenging powder-based samples compared with the dispersed samples.
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This implies that a distinction could be made of the results
between the deviations of entries of datasets 1 and 2, and of 3
and 4. Once this is done (Fig. 7), we can conclude that, for low-
concentration dispersions, the 95% confidence interval of the
determination of the population means can be determined
within ~10%. The widths, however, are not as consistent
between the participants, probably because of the aforemen-

Dispersions (datasets #1 & #2)
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Figure 7

All entries for both populations of (a) datasets 1 and 2 and (b) datasets 3
and 4, shown as deviations from the median population mean (horizontal)
and deviations from the median population width (vertical). Datapoints
are grouped by software. The 2D KDE is shown as contour lines, the
median is highlighted with a red dashed line cross, and the notched box
plots show the quartiles for their respective mean or width values, with
the whiskers indicating the 95% confidence interval.

tioned inconsistencies in the reporting between the various
packages, and as it stands can vary by more than 100%. The
same analysis for the powder samples shows a remarkably
broad distribution of results, indicating that blind inter-
comparisons between powder results of distinct laboratories
may not yet be reliable. This could, perhaps, be improved by
agreeing on a consistent approach for analysis of such samples
(cf. Section 4.3).

3.4. Volume fractions

Participants were asked to enter information on the volume
fractions for each population where available. To enable this
determination, the data were scaled to absolute units (though,
perhaps, using an incorrect thickness for the diamond powder
and bimodal silica samples, as the apparent thickness of the
materials was used, based on their X-ray absorption rather
than the thickness of the actual container in which they
resided).

While volume fractions are unambiguously defined on
paper, the results show large inconsistencies in submitted
values, though some clustering is present (Fig. 8). The origin of
the spread, and thus the path through which it can be
corrected, is not immediately evident. On the positive side, the
volume fractions for the bimodal silica powder and nanodia-
mond powder are within a realistic order of magnitude. The
sole but unsatisfactory conclusion is that there is unifying
work to be done as well as cross checks on how the volume
fractions are computed and presented by the various software
packages.

4. Discussion
4.1. Just a moment: on number- versus volume-weighting

The various software packages typically present the key
population statistics based either on a number-weighted or on
a volume-weighted distribution. A mean size, for example, can
thus be expressed as the mean size by number or the mean size
by volume (or, more precisely, by mass).

We can express these mathematically by using the definition
of weighted sample moments as a basis. This allows us to
define total amount (zeroth raw moment), mean (first raw
moment), variance (second central moment) and any higher
(central) moments, k > 2 (with increasing uncertainty), using
the equations in Table 2.

From these, the width o is obtained from the variance m,
through

o =(my)"”, 1
and an optional adjustment for sampling bias to obtain
unbiased moments can be determined through

N

mk,unbiased = my N—1 . (2)

Maths aside, the practical difference between the two
weightings is that a volume-weighted mean is always larger
than a number-weighted mean, with increasing discrepancy
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Table 2
Defining number- and volume-weighted moments m of populations
consisting of N contributions.

The subscripts ‘n” and ‘v’ denote number- and volume-weighting, respectively.
D; is the diameter of an object (sample) i and vy, is the volume fraction of the
same.

k Meaning Number weighted Volume weighted
N
k=0 Integral value my, =1 Mg, =vp =) Vg,
i=1
1 1Y
k=1 Sample mean P =7 > D, Hy == D,
i=1 Ve i=i '

1Y 1N
k > 2 \Variance, skew, m;, = NZ(DI' _ M“)k m, = 7Z(Di _ ll“v)kvf,i
kurtosis etc. i=1 Vii=1

for broader distributions (the other moments are also non-
interchangeable as they define different population distribu-
tions). While previous studies found that the information in a
SAS dataset closely represents a volume-weighted distribution
(Pauw et al., 2013), there is nothing stopping analytical fitting
methods from modelling a size distribution using number-
weighted parameters, albeit with increasing uncertainty on the
smaller end as the distribution broadens. As this uncertainty
on the distribution is not normally shown in analytical
modelling packages, a user can be led to believe that such a
number-weighted distribution is determined with equal
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#2: Silica NP disp.

precision over the entire range. Results from this RR, for
example from dataset 1 (see above), show either that a
misconception exists on what the values reported by some
software packages represent or that it is unclear that volume-
weighted and number-weighted parameters are inherently
different.

4.2. A word on self-assessed experience

Several information fields were provided that at least
tenuously link to the experience of the participant. These are
the working years, the percentage of SAS in their working life
and a self-assessment of their level of knowledge (on a scale of
1-10). While this information offers only a very crude quan-
tification of the scattering career of each individual (missing
information, for example, includes the field of expertise of the
participants, the changes in percentage of SAS in their
working life over the years, experience with analysis in parti-
cular efc.), we can attempt to derive some insights from this.
As is to be expected (Fig. 9), the self-assessed level of
knowledge does correlate weakly with cumulative years of
working with SAS, calculated as the product of the percentage
of SAS in their working life with the years of their working
life. In other words, the longer and more they work in the field,
the higher their estimate of their working knowledge.

It is perhaps to be expected that some of these ‘experience’
measures would correlate with the proximity of their result to
the median results, under the assumption that the median is
proximate to the target or ‘true’ value for a given population.

#3: Bimodal silica powder #4: Nanodiamond powder
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The volume fractions for each population of each dataset (in fraction, not percent), as reported by each participant. The overall distribution of values is
visualized as a violin plot, where the width of the plot represents the number of entries with that approximate volume fraction. The violin plot also shows
the quartiles as dashed lines, while the red dots are the entries. The median volume fraction is shown with the number of reported volume fractions in the

text box of each plot.
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Figure 9
The self-assessed degree of SAS knowledge as a function of the
cumulative SAS experience, showing a weak correlation as expected.

Fig. 10 shows that such a correlation is, if present, only weakly
present. This is unfortunate, as it would imply that we are not
automatically getting better with more experience. One
explanation could be that the true genius of the participants is
being held back by both the limitations in the reporting by the
software and the mentally taxing needless dichotomies found
in the field (c¢f. Section 4.3). It seems, then, that in order to
improve as a community, we need to do more than merely get
older.

4.3. Potential steps for immediate improvement

Apart from the population means for the dispersions, the
large spread of the remaining population parameters found in
this work highlights that the human factor has the potential to
introduce a significant uncertainty into the overall SAS data-
interpretation process. This uncertainty, as estimated in this
study, is much larger in magnitude than those arising from data
collection and corrections alone (Pauw et al., 2017a; Smales &
Pauw, 2021; Schavkan et al., 2019). Some of the difficulties
associated with the interpretation of scattering data start when
researchers are faced with a barrage of possible units, non-
standardized data formats and poorly specified data practices
even before analysis can begin. Expecting unfamiliar users to
gain an in-depth understanding of the various redundant units
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in circulation, in addition to the strengths and pitfalls of each
analysis method, and to understand the differences in their
implementations in respective fitting software forms a high
barrier of entry. A further problem is that this barrier of entry
appears invisible to many within the community (or worse: is
considered a rite of passage), all of which can easily lead to
unsatisfactory interpretations.

To alleviate this, our community should refrain from
actively confusing users through a lack of constraint and
definition. In other words, instrument responsibles in colla-
boration with software developers have to agree on — and
themselves adhere to — a consistent set of units and definitions.
Secondly, universal guides should be established (perhaps by a
CanSAS or IUCr working group) on how to approach data-
analysis challenges of common sample types, using a range of
tools, rather than relying on local knowledge transfer alone.
Lastly, users of software packages should take some time to
read software documentation and understand the values the
software is presenting. Conversely, software documentation
can be written to contain easy-to-understand sections, but,
while some useful tutorials exist (https:/www.sasview.org/
docs/user/tutorial.html; SASfitScience, 2023; Pauw & Bressler,
2023), much work remains to be done (Wuttke et al., 2022).

Thus, immediate improvements in interlaboratory result
consistency may be obtained through:

(1) Gradually aligning the information reported by the
various software packages, e.g. presenting universal popula-
tion information in the form of distribution moments (total
value, mean, variance, skew and kurtosis) for each population.

(2) Providing user guides for approaching standard scat-
tering analysis problems, giving robust model suggestions and
adaptation approaches for dilute as well as dense systems.
Additional methods for rough-estimate cross checks and
result validation should be provided as well, i.e. making sure
the dimensions are commensurate with the Q range etc.

(3) Introducing and using practically reasonable data-
uncertainty estimates [e.g. employing methods such as those
used by Smales & Pauw (2021)] in fits, so that reliable data-
points weigh more heavily than unreliable datapoints. This will
result in better fits as well as better uncertainty estimates on
the morphological parameters resulting from the fits.
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Weak evidence of correlations between several experience measures (SAS knowledge, cumulative years of SAS and the percentage of SAS in life) and
the closeness to the median result. The results unfortunately show little to no correlation.
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(4) The provision of consistent and comparable goodness-
of-fit measures to qualify a fit. When good uncertainty esti-
mates are provided on the data, these goodness-of-fit
measures will also have meaning.

(5) Removing trite, time-consuming, yet unnecessarily
confusing dichotomies and the risks of errors in the therefore
required unit conversions (although the mechanism by which
any community may agree on one of two options is itself a
veritable wasp’s nest of conflict). A non-exhaustive list could
be:

(i) Default units of (Q) should be defined (e.g. nm™").

(ii) Default units of 7 should be defined [e.g. (m sr)'].

(iii) Size should consistently refer to the full length
(diameter) of objects instead of occasionally referring to the
half length (radius) for select shapes. This way, mistakes in
factor-of-two shifts are avoided when moving to other scat-
terer shapes.

(iv) Population information should be either volume
weighted, for a closer reflection of the information content of
a scattering pattern, or number weighted, but whichever it is, it
has to be clearly and repeatedly indicated.

4.4. Tips for future round-robin experiment designs

No experiment is perfect, and this RR is no exception.
Future iterations may include the following improvement
suggestions.

One way to bring together a larger community and gain
insight into the progression (or regression) of the agreement is
to stage regular smaller RR studies. This could be as
straightforward as providing one dataset per semester. This
has the added advantage of building up a library of data and fit
examples.

Further separation of the effects of the user versus that of
the software will help to identify the main source of uncer-
tainty. To that end, some RR studies could dictate the use of a
particular software package or a particular model.

Cross evaluation of the quality of fits might allow an
assessment on the level of agreement on what constitutes a
‘good fit’. This can also lead to the identification of the target
or best fit to compare against. Following on from this, all
necessary metadata required to reproduce a fit should be
preserved by each participant, so that sources of disagreement
can be better identified once a consensus fit has been estab-
lished.

5. Conclusions

A round-robin study has been carried out to study the effect of
individual researchers on the numerical results of a small-
angle scattering pattern analysis. Before analysis, several
results required corrections to compensate for field-specific
dichotomies resulting from omitted or incorrectly applied unit
conversions in ingestion as well as reporting.

The results highlight a narrow spread in determined
population means for samples consisting of low-concentration
dispersions of globular scatterers, with half of the entries

falling within 1.5% of the median mean. For more challenging
scattering patterns of concentrated powders, the spread is
considerable to excessive, with half of the entries within 44%
of the median mean. This is probably due to the results being
additionally affected by the choice of structure-factor model
and volume fraction. The determined population widths for
both types vary wildly and are ostensibly incomparable due to
the differences in parameters that are reported by the various
software packages (this, despite the nominal answer format
specifying specifically a width in the form of a standard
deviation). Lastly, considerable confusion exists on whether
some software packages report fitting parameters as volume-
or number-weighted values.

Additionally, while participants do estimate their knowl-
edge to be higher the longer they work with the method, this
does not strongly correlate to a closer proximity to the median
means. Therefore, alternative suggestions (i.e. besides
acquiring years of professional experience) are provided in
Section 4.3 that could help improve the intercomparability of
obtained results, in particular for widths and volume fractions.
The implementation of a subset of these is bound to have a
positive effect on the comparability of scientific results
obtained with small-angle scattering.

6. Data availability

The data as well as the Jupyter Notebook used for data sani-
tizing, analysis and graphing are available on the Zenodo
open-access data repository (https://zenodo.org/records/
7509710). Further analysis and extension of these data are
strongly encouraged.
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