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Abstract

Drosophila melanogaster (D. melanogaster) is an imperative genomic model organism that is employed widely in healthcare
and biological research works. Roughly 61% of recognized human genes have a perceptible similarity with the genetic code
of D. melanogaster flies, besides 50% of its protein structures have mammalian equivalents. In recent times, numerous
studies have been done in D. melanogaster to investigate the functions of particular genes that are available in its central
nervous system, including the major organs like the heart, liver and kidney. The findings of these research works through D.
melanogaster are utilized as a key mechanism to explore human interrelated diseases. However, it is essential to recognize
the male and female Drosophila flies for the better understanding of human disease related studies, and it is a tricky job. This
paper describes a unique programmed system to categorize the gender of D. melanogaster from the ventral view portraits
captured through microscope. The proposed method includes image segmentation of the body of D. melanogaster in the
form of a binary image and the construction of a continuous morphological model based on its skeleton. An analysis of the
skeleton makes it possible to assess the sharpness of the caudal end of the D. melanogaster abdomen through a detailed
assessment of the curvature. Based on this assessment, a Drosophila melanogaster Gender (DMG) classifier is constructed
for the gender determination of D. melanogaster flies. The accuracy of the DMG classifier is about 98% in proportion to the
existing state-of-the-art shape-based classifiers with optimal computing time.
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1 Introduction

In recent days, the accuracy of image processing algorithms
have been improved significantly toward image classifica-
tion, object detection and object tracking from the images and
videos. The recent developments of image processing meth-
ods with Machine Learning (ML) have played a vital role in
the area of biomedical engineering research. The biomedical
research includes cell classification, cell counting and live
cell imaging from microscopic image analysis. Microscopic
image classification is one of the most useful techniques to
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characterize the outcomes of biology-based research activi-
ties.

The gender identification of D. melanogaster by means of
microscopic images is a complex problem, and it is essential
for various genetic studies. However, a subject expert only
could characterize this problem based on the microscopic
visual analysis that is guided by several predefined obser-
vation features. Hence, the development of a classification
algorithm is mandatory to automate the recognition process
during the mass analysis of a large number of images. The
gender of D. melanogaster flies can be differentiated visu-
ally through the size (dimensions) and shape of the body.
The dimensions of the body are related with the genotype
and phenotype of the flies, and conversely, it influences the
gender classification process (Handa, 2014) [1]. Further, in
the course of gender classification of D. melanogaster, the
size polymorphism is one of the exciting tasks. It should
be noted that the female flies are slightly larger than males;
however, the size of the fly depends largely on the nutritional
conditions, especially at the larval stage.
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Earlier, various techniques have been projected to clas-
sify the male and female D. melanogaster flies according to
the wing texture of both genders by considering the features
such as local and transformed local binary patterns. In addi-
tion, sign and magnitude features along with Support Vector
Machine (SVM) and Random Forest (RF) algorithms are
also considered for the classification process [2]. They have
achieved an average accuracy of about 84% for the gender
classification of D. melanogaster. Later, Neto et al. (2017)
suggested a gender classification strategy with respect to the
fractal dimension and wing texture of the flies. The concept of
Stationary Wavelet Transformation (SWT) is used to extract
the core features such as canny filter and fractal dimension
from the microscopic images. Here, SVM and RF classifiers
were implemented to accomplish the classification task suc-
cessfully [3].

Drosophila melanogaster has pronounced gender dimor-
phism such that the females and males morphologically
differ from each other in a number of features [1]. Primar-
ily, the female abdomen is slightly rounded with a pointed
end (Fig. 1a), and in the male, it appears like a cylindrical
blunt end as highlighted in Fig. 1b. These features are clearly
distinguishable from microscopic images during the visual
analysis. Other morphological features are associated with
differences in pigmentation, the number of chitinous bristles
of the breast (tergites) and chitinous plates on the ventral side
(sternites).

The visual symptoms of gender differences should be con-
sidered when developing an algorithm for classifying the
gender of D. melanogaster from the microscopic images.
However, from the microscopic images the accurate deter-
mination of true size and elements of D. melanogaster
pigmentation is a challenging process because of the posi-
tion of the flies in the frame, the shooting range and lighting
conditions. Accurate identification of tergites and sternites
from the microscopic images is also a complex process
due to insufficient resolution and occlusions. In the view of
stated reasons, the most reliable feature to be considered for
gender identification is the shape of the abdomen. In this
article, a model for classifying and identifying the gender
of D. melanogaster based on the abdomen shape analysis is
presented. The highlights of the proposed research are sum-
marized as follows:

e The public or standard dataset with a ventral view of D.
melanogaster flies is not available as on date in any repos-
itories. Hence, a novel dataset with microscopic images of
D. melanogaster flies is constructed under various lighting
conditions.

e A method is proposed for solving the gender classification
problem based on the abdomen shape analysis of the D.
melanogaster.
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e Ituses a continuous morphological model that includes the
geometrical approximation of contour of the body of a D.
melanogaster by a polygonal figure and the construction
of the middle axis (skeleton).

e To carry out the image segmentation process, the color
images available in the dataset are transformed into binary,
and a threshold limit is fixed. Then, the construction of
a skeleton graph with polygon figures is done with the
help of computational geometry that adapts to a continuous
morphological model.

o Finally, the classification process is done based on the set
of incident inscribed circles by calculating the abdominal
border line contours.

The subsequent sections of the article are structured as
follows: Sect. 2 describes the contemporary literature review
with respect to the shape analysis of D. melanogaster. In
Sect. 3, the proposed method is presented followed by the
creation of a dataset, experimental results and discussions in
Sect. 4. The key inferences of the study and the conclusions
of the work carried out are summarized in Sect. 5.

2 Related works

Drosophila melanogaster fly is deemed to be one of the
impressive model organisms for studying the principal
sources of diseases related to human beings [4]. It is widely
adopted for medicinal investigations owing to the reality that
the fruit fly’s inner physiological elements, and their func-
tions are analogous to the ones in vertebrates, as well as
human beings. Minor dissimilarities present in the midst
of humans and D. melanogaster with reference to their
gross morphological and cellular features, though various
physiological, biological and neurological characteristics
are preserved in-between the two organisms. Further, it is
also essential to note that approximately 75% of human
disease-oriented genes are supposed to possess functional
resemblance with D. melanogaster flies [5]. Neurologi-
cal disorders, cancer, cardiovascular disease, metabolic and
Lysosomal storage disorders, along with the genes neces-
sary for the proper functioning of the optical, auditory and
antibodies are also identical to the protein sequences of D.
melanogaster [6]. Recently, quite many assays have been
advanced on D. melanogaster, and they were specifically
employed for the research on human-related syndromes. The
studies comprise of central nervous system-based evalua-
tions such as listening, absorbing, reminiscence and periodic
movements have been performed in D. melanogaster. The
outcomes of evaluation are utilized to understand the periph-
eral nervous system dysfunction, with neurodegeneration,
dementia, seizure disorder, apoplexy, traumatic brain injury
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Fig. 1 Expanded microscopic
images of D. melanogaster

(a). Female

and tumors [7]. Drosophila melanogaster is utilized as a pro-
totypical organism to examine Alzheimer’s disorder, and it
is also associated with deterioration in cognitive functions,
hikikomori, dementia and long/short-term memory problems
[8]. Although, the fruit flies have not been used previously in
asthma-related studies, D. melanogaster might be extremely
helpful in relating genetic developments to biological func-
tions [9].

The gender differentiation of D. melanogasters can be car-
ried out based on the outline contours or anatomical structure
of the body as presented in Fig. 1. Further, the dimensions
of the bodily skeleton are fully related to the genotype and
phenotype of the fruit flies that ultimately influences the gen-
der identification process. Handa et al. (2014) indicated that
the dimension of flies show the functions in contrast for the
two genders due to the existence of polymorphism (hetero-
geneity) in D. melanogaster [1]. The size heterogeneity is
one of the challenges, and it affects the gender classifica-
tion process. In the last decade, various methods have been
recommended to differentiate the gender of D. melanogaster
according to the wing configurations of the fly [2]. Here,
wing texture characteristics (sign and magnitude) of both
fruit flies are reproduced through local and modified local
binary patterns along with SVM and RF classification algo-
rithms. Ahmad et al. (2014) attained 84% mean accuracy
for the gender-specific classification via wing texture feature
elicitation process. Texture is a feature employed to split the
images into specific zones of interest for further classification
of those regions from an image insert [2]. Neto et al. (2017)
suggested a unique gender classification model according to
the geometric features of wings using SWT and canny filters.
In addition, they have implemented SVM and RF algorithms
for the classification assignments [3]. Later, Priyanka and

(b). Male

Sudhakar (2018) employed the Histogram of Oriented Gradi-
ents (HOG) for the retrieval of shape features and K-Nearest
Neighbor (KNN) classifiers to group the categories depend-
ing on the spatial affiliations [10].

Shape is a significant visual characteristic of an image that
is essential for the human visual system to classify and recog-
nize the objects [11]. Shape depends on the boundary profiles
of objects and its interior characteristics [ 12—15]. Shape anal-
ysis aims to determine a distance metric to measure the degree
of dissimilarity among the different shapes. Shape-based
features are being used in the field of biomedical engineer-
ing, text analysis, microscopic image analysis, hyperspectral
image analysis and computer vision for object detection, clas-
sification and retrieval purposes [16-20]. Alsmadi (2020)
proposed a Content-Based Image Retrieval (CBIR) sys-
tem for coral dataset with 1000 images. The images are
retrieved with the help of shape and texture features using a
Metaheuristic-based algorithm [12]. A well-known Convo-
lutional Neural Network (CNN) architecture namely Visual
Geometry Group (VGQG) is used for extracting the shape fea-
tures and to improve the classification performance [21].
Similarly, classification of lung nodules is efficiently done
by an ensemble classifier known as AdaBoosted Back Prop-
agation Neural Network that extracts deep texture and shape
features [14].

Later, significant work has been reported for shape recog-
nition and contour extraction in the Moving Picture Experts
Group-7 (MPEG-7) dataset. Here, morphological methods
are used for feature extraction, and SVM is used for clas-
sification that resulted in a good recognition rate about
98.21% [18]. Subsequently, Huixian (2020) identified the
plant species by extracting the shape and texture features
from 50 different kinds of leaf databases. Here, KNN, SVM

@ Springer



1818

L. M. Mestetskiy et al.

I

)

LR

Female Male

L

Training images  Preprocessing

(a) (b) (c)

Fig. 2 High-level flow diagram of DMG classifier

and Artificial Neural Network (ANN) are used for leaf
image recognition purposes, and ANN achieves an average
recognition rate of about 92.47% in 122 ms [19]. Biomed-
ical engineering has received more attention in recent days
because many Deep Learning (DL) techniques are adopted
in various domains such as medical image segmentation,
classification and detection. Several well-known DL archi-
tectures such as ResNet [22], SqueezeNet [23], InceptionV3
[24], AlexNet [25], DarkNet [26], VGG [27] and Unet [28]
are being used as transfer and learning techniques. Mam-
mogram detection, segmentation and classification are done
by You Look Only Once (YOLO) which uses CNN as base
architecture for the feature extraction and the detection of
Region Of Interest (ROI). Here, AlexNet-based deep CNN
is used for classification of images into benign or malig-
nant [29]. Further, few other works have reported Adult
mosquitoes classification based on their morphology with the
help of pre-trained Neural Networks (NN) such as AlexNet,
GoogleNet and LeNet [20]. Here, the classification of species
and mosquito gender identification are done with the help of
DL techniques [20].

Rebelo et al. (2020) presented an extensive survey on auto-
matic image-based species classification of winged insects
namely fruit flies, butterflies and mosquitoes [30]. Major-
ity of the reviewed works have employed image processing,
computer vision and ML techniques. The authors also
reported the scarcity of public datasets, and due to the
computational challenges, only sparse amounts of research
works are done in such domains. Beetle and wasp gen-
der and species identification are also done with the help
of RF, SVM, Logistic Regression (LR), multilayer percep-
tron and AdaBoost methods [31]. However, LR exhibited
a better performance as compared to other ML techniques
in terms of Beetle gender and species identification prob-
lems. Li and Xiong (2017) proposed a method for automatic
butterfly species identification based on Histograms of Multi-
Scale Curvature (HoMSC) and Gray-Level Co-occurrence
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Matrix of Image Blocks (GLCMolIB) [32]. Here, HOMSC
and GLCMolIB are used to explain the butterfly wing’s shape
and texture characteristics, respectively. Li and Xiong (2017)
utilized totally 750 images of 50 various butterfly classes that
are utilized for the classification studies. In addition to this,
a weight-based KNN learning algorithm is also employed,
and the obtained accuracy rate is about 98%.

From the literature, it is observed that only sparse research
works have been done till date in the specialization of D.
melanogaster gender classification by computer-aided learn-
ing techniques. Further, Channabasava et al. (2022) have
presented the D. melanogaster gender classification using
ventral image datasets and ML techniques [33]. However, the
employment of ML techniques are not cost effective for real-
time small scale applications as it requires more computing
power and memory. Hence, in the presented work, a light-
weight model (shape-based classifier with the executable file
size of < 2 kB) is developed using morphological analysis
of D. melanogaster ventral view images. This shape-based
classifier excels in the classification process and gender deter-
mination of D. melanogaster from the microscopic image
sources, and various classification techniques are also com-
pared with a validation perspective.

3 Proposed methodology

A method for solving the gender identification problems in
D. melanogaster is proposed based on the abdomen shape
analysis of the D. melanogaster using a continuous mor-
phological model. The high-level work flow of the proposed
D. melanogaster gender (DMG) identification model is dis-
played in Fig. 2.

The proposed approach includes the following steps:

o D. melanogaster body segmentation from microscopic
images
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(a) Female (b) Male

Fig. 3 Border curvature of the caudal part of D. melanogaster abdomen

The original color image shown in Fig. 2a is converted into
a binary image, in which the body of the fly is highlighted
in black color (Fig. 2b).

e Construction of a continuous morphological model from
the binary image
A polygonal figure is constructed that approximates the
body of a D. melanogaster in a binary image with high
accuracy. For the obtained polygonal Fig. 2c, a skeleton is
constructed using the methods of computational geometry.

e Determination of D. melanogaster body parts and the
abdominal centerline
The Fly body parts and abdominal centerline are deter-
mined by analyzing the skeletal graph and the set of
incident inscribed circles as shown in Figs. 2d and 6e,
respectively.

e Determination of the border of abdomen region
The boundary is the envelope of a family of circles whose
centers lie on the centerline of the abdomen region.

o Assessment of the pointedness of the abdomen caudal end
of D. melanogaster
Here, the sharpness is described by the assessment of the
curvature of the abdominal border line. Comparison of
the pointedness indicator with the threshold is the essence
of the decisive rule for the gender classification of D.
melanogaster.

The proposed method is implemented and experimentally
tested based on the indigenously developed dataset of 400
images. The proportion of accurate determination of the gen-
der of D. melanogaster was achieved about 98%.

3.1 Body shape of D. melanogaster

The male and female fruit flies can be differentiated by rec-
ognizing the boundary line of the caudal part of the abdomen
as highlighted in Fig. 3. In the male, this line has a slightly

(a) Female (b) Male

Fig. 4 Enlarged image of the end portion of D. melanogaster abdomen

smooth curvature, and in the female, the boundary line
“breaks” at the tail vertex point.

Several complexities exist in the automated identification
of male and female flies through ML techniques. Firstly, the
abdomen portion of the image does not contain a clearly
defined border, and it is clearly visible as the image is scaled
up (Fig. 4). Secondly, the abdomen is covered with chitinous
setae that look like hairs. Both of these factors significantly
distort the image at the border line of the abdomen. Thirdly,
the position, orientation of the front view and the camera
angle are widely varying, and the determination of abdomen
curvature would be a tricky problem. Ultimately, these factors
significantly complicate the exact segmentation and classi-
fication of the abdomen shape of D. melanogaster from the
input dataset.

3.2 Development and analysis of a continuous
morphological model

The solution is to construct an exact border line, evaluate its
curvature, and based on the borderline curves, it should be
determined whether the tail section is pointed or rounded one.
Hence, the solution is primarily focused on the construction
of a continuous morphological image model [34]. A contin-
uous morphological model allows constructing a curve that
describes the shape of the end part of the D. melanogaster
abdomen. It also evaluates whether the edge is rounded or
pointed one with reasonable accuracy. This process includes
the following steps as stated in the above Sect. 3.

3.2.1 Drosophila melanogaster image segmentation

The purpose of segmentation is to highlight the silhouette of
D. melanogaster in the microscopic images. The body of the
fly must be separated from the background as well as from
the wings. The choice of segmentation method substantially
depends on the format, resolution and quality of the source
images. In the proposed experiments, segmentation is per-
formed by selecting a threshold based on the construction
and analysis of the brightness histogram as shown in Fig. 5.
Two local maxima are well distinguished on the histogram as
highlighted in Fig. 5b. The left maximum corresponds to the
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(a)
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(b)

Fig.5 Drosophila melanogaster body segmentation: a source image, b blue histogram of brightness, ¢ binary image

(d)

Fig.6 Construction of a CMM of the silhouette of a D. melanogaster: a a binary image, b a trace of a border tracking, ¢ a boundary corridor, d a

polygonal figure, e inscribed circles and skeleton

dark colors of the D. melanogaster body, and the right shows
the light background colors. There is a well-defined local
minimum between them, which is chosen as a threshold for
binarization. The resulting binary image highlights the body
of the fly by cutting off the background and wing sections.
Result of the segmentation process is a binary image in which
the silhouette of a body of a fly without wings is depicted in
black on a white background as shown in Fig. 5c.

3.2.2 Building a continuous morphological model
A Continuous Morphological Model (CMM) of a binary

image (Fig. 6a) of a D. melanogaster silhouette consists of a
polygonal Figure as represented in Fig. 6d. It is attained by

@ Springer

approximating the silhouette border, a set of circles inscribed
in the skeleton as displayed in Fig. 6e. A polygonal shape
is simply a polygon with multilateral holes, and it will be
formed, if the resulting silhouette is not simply connected.
The skeleton is a group of points whose centers imprinted
in a polygonal image of empty circles. An empty circle is
called inscribed, if it is not contained entirely inside another
empty circle. The construction of an approximating polygo-
nal figure and its skeleton is carried out using the methods
described by Mestetsky, (2009) [34].

As an example case, the operation of building CMM is
illustrated in Fig. 5, and the input of the model is a bitmap
binary image (Fig. 6a). As the proposed model is competent
enough to handle low as well as high resolution images, a
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Fig. 7 Drosophila melanogaster
body segmentation: a—selection
of the head, chest and abdomen,
b—selection of the silhouette
axis, c—selection of circles with
centers on the axis
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low-resolution raster image of the D. melanogaster body was
selected, and the border is traced for visualization (Fig. 6b).
Subsequently, the boundary corridor is estimated as repre-
sented in Fig. 6¢. The output of the algorithm describes the
boundary contour of an object in the form of a polygon as
displayed in Fig. 6d, and the medial illustration of the polyg-
onal view is displayed in Fig. 6e. The step-by-step method
of construction used for approximating the polygonal figure
including principles are given below:

e Asthe geometry of D. melanogaster body resembles a dig-
ital image, a subset of the integer lattice Z? is considered on
the Euclidean plane that is enclosed by a rectangle. Hence,
a binary image is developed, and its pixels are illustrated
as distinct black & white grid points. The points within the
object are represented as black, and the points in relation
to the background are displayed in white color.

e Next, a trilateral neighborhood pattern is introduced on the
lattice Z?. The neighborhood chart is prepared by triangu-
lation process in which the square elements of an integer
lattice are splitted diagonally. The set of all wedge-shaped
cells accompanied by multi-colored apogees represents
an annular strip known as the boundary corridor as high-
lighted in Fig. 6¢.

e In all closed loops located inside the boundary corridor, a
line of least dimension is selected. The shortest line has the
shape of a simple polygon, and the convex vertices of the
polygon are represented as black pixels, while the concave
vertices are in white pixels. The polygon separating the
dark and snowy pixels of the boundary corridor is known
as the untying polygon of the least perimeter (Fig. 6d).

(©)

To obtain the boundary corridor precisely, the algorithms
for tracing the boundary of a binary image are used [34].
The task of constructing the separating polygon of the min-
imum perimeter is fulfilled by the shortest ring route inside
the boundary corridor. It is similar to the familiar problem of
creating the defined geodetic path in the polygon (Sklansky,
1972) [35]. In the present research, the resulting polygon is
being formed from the triangulated polygons by an effec-
tive algorithm through the construction of a geodesic path
(Toussaint, 1989) [36]. Subsequently, by triangular lattice a
solution is arrived easily using the “thread pulling” method
[34]. The medial representation of a polygonal figure is
computed using the effective algorithms of computational
geometry that are already developed by the authors of this
work [34, 37].

3.2.3 Structural analysis of the body of D. melanogaster

Drosophila melanogaster body parts—head, chest and
abdomen are distinguished based on the analysis of the size
of the inscribed circles. The skeleton can be considered as
a geometric graph where each point has a weight equivalent
to the radius of the marked circles centered at that point.
This weight is certainly known as the radial function of the
skeleton, and it has three local maxima in the silhouette of
D. melanogaster: (i) head, (ii) chest and (iii) abdomen. The
parts of the D. melanogaster body are localized with the help
of the inscribed circles corresponding to the maxima as pre-
sented in Fig. 7a.
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(a)

(b) (©)

Fig. 8 Determination of the abdominal boundary line: a a fragment of the original image, b a binary image, ¢ the union of a family of inscribed

circles with centers on the silhouette axis

{
Fig. 9 Examples photographs of D. melanogaster under a microscope

The head portion corresponds to the smallest among the
three circles as shown in Fig. 7a. This feature makes it possi-
ble to determine the position of the head, chest and abdomen
regions as well as to determine the orientation of the D.
melanogaster body. The vector direction extends from the
center of the chest to center of the abdomen. Using this vec-
tor, the skeleton branch is easily distinguished, which is the
axial line of the abdomen as displayed in Fig. 7b.

3.2.4 Determination of the abdominal boundary line

The abdominal border line is calculated on the basis of
smoothing the edges of the image. However, qualitatively
it is not possible by means of raster morphological opera-
tions such as dilatation and erosion. In the present work, this
problem is solved by extracting all the inscribed circles hav-
ing centers on the axis of the abdomen and subsequently by
calculating the envelope for this family of circles (Fig. 7¢).
Figure 7 illustrates the idea of a smoothing method using a
model example of a low-resolution image.

A real example of constructing the abdominal border line
using the envelope of a family of inscribed circles whose
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centers on the silhouette axis is shown in Fig. 8. For the
initial input image (Fig. 8a), a binary image was obtained as
aresult of the segmentation process (Fig. 8b). Using a binary
image, a medial representation is created with axis selection,
and a union of a family of inscribed circles with centers on
the axis is constructed (Fig. 8c). The envelope of the family
of circles is considered as the boundary of the caudal part of
the abdomen. This boundary line is then used to identify the
D. melanogaster gender.

4 Experimental setup and results

To carry out the experimental analysis, the present research
work is executed in the MATLAB 2019 (a) environment that
is deployed in a computer consisting of an i7 processor with
32 GB Random Access Memory (RAM) capacity. As the
standard D. melanogaster image dataset (ventral view) is
unavailable openly, the D. melanogaster ventral views were
captured at the National Drosophila stock centre, University
of Mysore, India. Totally, 400 microscopic images with two
different classes (male—200 and female—200 images) are
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(a) Female

Fig. 10 Determination of the pointedness of the abdominal boundary line

compiled as a dataset with a digital compound Microscope
facility. The dataset contains samples of normal and non-
mutated (wild types) strains of D. melanogaster. These D.
melanogaster images are captured using digital compound
Microscopes at various lighting circumstances which cause
several difficulties such as dissimilarity in viewpoint, bright-
ness and background reflections. The essential depictions of
active fruit flies are taken by anesthetizing and holding it
on the platform mounted glass slide of compound Micro-
scope at an ideal standpoint. The model images of both D.
melanogaster gender flies are presented in Fig. 9 where the
top and bottom rows consist of female and male flies, respec-
tively.

In this section, the results corresponding to the D.
melanogaster gender classification by different ML and DL
classifiers are presented. For the experimental analysis, an
exclusive dataset is developed, and only the ventral observa-
tions of D. melanogaster images are used for initializing the
solution. After preprocessing, the resolution of each image
in the dataset is maintained as 227 x 227. The only images
included for preliminary processing are subjected to the fea-
ture extraction process, and the educed features are assigned
to the supervised learning methods. Supervised learning tech-
niques require training sample cases with designated data to
perform the classification functions, and the competence of
the suggested method is ensured by various accuracy metrics.

The various methods such as SVM, CNN and BPNN are
matched with the proposed technique in respect of accuracy
and time consumption for classifying the images. To validate
the suggested model with the existing models, the dataset is
divided into 70:30 (70% for training and 30% testing) for
the classification process. Each model is iterated 10 times in
order to ensure the reliability of results.
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(b) Male

4.1 Drosophila melanogaster abdomen borderline
curvature assessment

Based on the obtained boundary line, abdominal width dia-
grams are plotted relative to the axis (Fig. 10). The distance
from the endpoint of the abdomen to the point on the axis
of the abdomen is plotted along the abscissa axis. Then, the
radius of the marked circle centered at this point is positioned
along the ordinate axis, and the resulting curve depicts the
border of the abdomen. The sharpness of the edge can be esti-
mated based on the angle of tangent to this curve at the origin.
Further, the angle is estimated numerically by approximating
the resulting curve with a 3-order polynomial expression.

As aresult of the above actions, the angular coefficient of
the tangent to the abscissa axis is obtained for the original
D. melanogaster image. Figure 10a and b shows the typical
lines of the envelope corresponding to the abdomen curva-
ture of females and males, respectively. In this work, based
on the largest inscribed circle the pointedness of the fly is
computed by the help of triangle estimation. Based on the tri-
angle estimation value, the angular coefficient is calculated.
Figure 10 shows that the angular coefficient of the tangent of
females is significantly less than that of males. This property
clearly reflects the differences in the abdominal shape of D.
melanogaster. To build a decision rule, a threshold value of
the angular coefficient is selected. It should be noted that the
numerical value of this coefficient is selected on the basis of
computational experiments. The threshold value was selected
based on experiments with a database of 200 females and 200
males. In this work, the resulting threshold value of the angu-
lar coefficient is equal to 1.7.
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Fig. 11 Accuracy analysis of 105
different classifiers with error
bars (standard deviation)
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4.2 Comparison with the state-of-the-art learning
techniques

Shape is a geometric feature which is helpful for recognition
of objects. Typically, shape features are computed by numer-
ical values without any dimensions (units) depending on as
a minimum of any two shape parameters [10, 12—15]. Shape
features help in understanding the morphological descriptors
of objects. In this work, the shape oriented features such as
area, perimeter, major and minor axes, orientation and cen-
troid are considered. From the input microscopic images,
shape-based characteristics are extracted and then passed to
the classification algorithms. Then, the gender classification
of D. melanogaster is done using different classifiers namely
SVM, CNN and BPNN [38]. SVM is a supervised method,
and it employs a hyperplane to discriminate the objects in
different classes [38]. ANN is feed forward in nature, and it
uses a BPNN. It is suitable for shape classification in a wide
range of applications [39]. Here, the linear kernel SVM is
used, and the model is trained based on the shape features as
input data for the classification work. BPNN is utilized as a
training algorithm for ANN, and input layer is fixed as about
8, and it consists of 100 masked layers, and the output layer
dimension is 2.

The learning process of CNN is hierarchical in nature, and
the features are generated spontaneously from the raw image
datasets. Here, AlexNet architecture is used for the feature
extraction process which is composed of 8 layers namely five
convolution layers, two entirely linked layers and softmax as
a classification layer [25]. It is essential to note that the filters
are selected in the size of 11*11, 5*5, 3*3, 3*3 and 3*3 for
convolution filters. In the present work, these layers are used
to extract the features from the input image data and then it
is passed to multi-class SVM for classification. The learning
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process in CNN is done according to the depth of the archi-
tecture, and lower layer generates the features like edges and
corners. The mid-level layer is responsible for learning fea-
tures like colors and shape, and high-level layer represents
the objects present in the image. Dataset input is trained on
Alexnet and the totally connected layer that is considered as
a feature extraction layer. Then, the extracted deep features
are passed for classification with multi-class SVM classifier.
Interestingly, an average accuracy of about 95% is achieved
after the successive iterative training (10 times). The gener-
alized way of learning approach in the CNN suits well for
image classification, segmentation and localization problems
[25].

The performance characteristics of the presented DMG
classifier are related with SVM, CNN and BPNN for the
shape-based fruit fly classification tasks. From the investi-
gation, it is inferred that the DGM attains a classification
accuracy of 97 £ 1.58% followed by the CNN that achieves
an average accuracy about 91.25 £ 2.38% only. BPNN
employed for D. melanogaster gender classification achieves
88.75 £ 1.92% accuracy. Similarly, SVM classifier is also
employed for D. melanogaster gender classification prob-
lem, and the accuracy obtained is about 87.5 &+ 1.92% [38].
The DMG classifier is validated with the state-of-the-art ML
methods and found that the DMG classifier outperforms with
a maximum and average accuracy of about 98% and 97%,
respectively. The performance of various classifiers in terms
of accuracy metric is presented in Fig. 11.

The standard deviation for DMG, SVM, BPNN and CNN
is also computed, and it is about 1.581,2.061, 1.92 and 2.395,
respectively. It indicates that the proposed technique is highly
robust and has good generalization ability while likened with
the other methods. The computational time needed to pro-
cess the images by the various models are also analyzed,
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and it is found that DMG classifier utilizes 20 s for pro-
cessing 50 images. Alternatively, CNN, SVM and BPNN
have consumed 7, 5.2 and 12.7 s, respectively, for process-
ing 50 images. Though the time is slightly high in the case of
DMG, based on the nature of problem accuracy is an impor-
tant metric for this research. Hence, DMG has more accuracy
compared to the other methods. SVM is less time consum-
ing in evaluation to former algorithms, but the classification
accuracy is very poor. The performance of DL-based algo-
rithms is better in terms of both time and improved accuracy
when compared to NN and SVM-based algorithms. However,
when the overall accuracy is considered and the time required
for the classification output, the CMM model works well.
Here, based on this analysis it is concluded that the proposed
DMG model is good in terms of accuracy and computational
time. The executable file size of the proposed DMG classifier
is less than 2 KB. It is much lesser than the other comparative
machine learning and deep learning models. For example,
the size of executable files developed using Support Vector
Machine is about 1.7 MB and AlexNet deep learning model
is ~ 1.2 GB. Hence, the DMG classifier is light-weight in
nature, and the accuracy is high as compared to other machine
learning and deep learning-based methods.

5 Conclusions

A novel DMG classifier is presented to classify the male
and female of D. melanogaster flies from Microscopic ven-
tral view images in an optimal time. The presented solution
uses the most reliable feature (Abdomen shape) that can be
obtained from a Microscopic image. Through the use of a
CMM, a criterion is identified, and the boundary line is sharp-
ened at the lower section of the abdomen. The numerical
estimates in relevance to the curvature of this boundary line
are also estimated with reliable methodology. The presented
solution provides efficient results in the calculation of the
orientation of the fly, segmentation of its body, the allocation
of the boundary line of the tail and the assessment of its cur-
vature. The classifier accuracy is found to be 98% which is
4% higher than the CNN. While compared with the accuracy
of DMG with BPNN and SVM, it is found to be higher at the
rate of 6% and 8%, respectively. The speed of the algorithm
is about 0.4 s per image, which allows the processing of large
arrays of images on a regular desktop computer.
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